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A B S T R A C T

Diverting hazardous small bodies on impact trajectories with the Earth can in some circumstances be impossible
without risking disrupting them. Disruption is a much more difficult planetary defense scenario to assess,
being linked both to the response of the body to shock loading and the much more complicated gravitational
dynamics of the fragments in the solar system relative to pure deflection scenarios. In this work we present a
new simulation suite built on 𝑁-body gravitational methods that solves fragment orbits in the full gravitational
system without recourse to more approximate methods. We assess the accuracy of our simulations and the
simplifying assumptions we adopt to make the system tractable, and then discuss in more detail several specific,
plausible planetary defense scenarios based on real close encounters. We find that disruption can be a very
effective planetary defense strategy even for very late (sub-year) interventions, and should be considered an
effective backup strategy should preferred methods, which require long warning times, fail.

1. Introduction

Collisions between the Earth and small objects in the solar system
are known to occur regularly [1], and can result in extinction-level
events at their most energetic [2] or more commonly widespread
loss of life or economic destruction even for relatively low-energy
impacts [3,4]. The field of planetary defense has emerged to develop
means to detect and anticipate potential impacts and provide methods
to avert them if necessary, and plan for consequence assessment and
emergency response if these efforts fail [5]. For mitigation efforts, it is
always desirable to know several decades in advance of an impact, as
a long warning time requires only a relatively small velocity change
to cause the object to miss the Earth. However, such long warning
times cannot be guaranteed with current or even near future telescopic
facilities, and even with adequate observational resources, obtaining
orbit determination that is sufficiently accurate to establish whether
impact will occur is challenging [6]. As a result, it is important that the
technologies used to avert a possible impact be robust and of mature
technological development to ensure mitigation is achievable using
existing launch capabilities for the widest range of possible threats [5].

In this context, nuclear explosives remain an indispensable element
of the planetary defense portfolio. These devices are uniquely capable
of deflecting or disrupting small bodies whose sizes are beyond the
current limits of kinetic impactors, the use of which is the generally
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preferred mitigation method of choice [5]. Purely from the standpoint

of mitigation effectiveness, nuclear explosives are known to be highly

effective [7–13]. As the time before impact becomes very short, the re-

quired energy coupling to the threatening body becomes large enough

that fragmentation may be unavoidable, particularly for weakly bound

targets; it is suspected that such bodies may constitute a significant

sub-population of solar system small bodies [14,15]. Previous work has

established that limitations on the nuclear explosive yield are necessary

to avoid disrupting the target [8]. An unintentional disruption presents

several hazards and uncertainties, including the incomplete disruption

of a target, potentially resulting in multiple impacts; but if robust

enough, disruption is a viable planetary defense strategy on its own. By

simultaneously imparting a center-of-mass impulsive orbit maneuver to

all of the fragments and by dispersing the shattered fragments over a

much greater volume in their center-of-mass frame, a robust disruption

could potentially nullify the impact risk from a hazardous body, or

perhaps greatly reduce the scale of the destruction should the fragments

still hit the Earth — even for very late interventions. The scenarios

we consider here are focused on these types of late warning efforts,

in which policymakers do not have the luxury of a long time before

impact to intervene. Though some work has been done on last-ditch

efforts [16], we focus on times-to-impact of at least one week; such
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scenarios are consistent with emergency scenario planning for a follow-
up nuclear disruption mission should more preferred methods fail to
achieve a successful deflection.

More specifically, in this work we aim to quantitatively assess the
risks and performance of these late-term disruption planetary defense
strategies. Our focus is on following to a high degree of accuracy
the orbits of the fragments following the disruption of a hazardous
body on an Earth-impact trajectory, and if they result in any Earth
impacts, estimate the scale of the consequences. Previous work has
attacked this problem using more approximate methods, including
the Gauss’ planetary equations alongside a state transition matrix ap-
proach [17] and the Clohessy–Wiltshire–Hill equations [9,18–20], often
augmented with mutual gravitational terms. We aim to drive these
efforts forward by implementing tools built around 𝑁-body gravity
simulations that follow fragment orbits under realistic solar system
conditions and ephemerides. These tools will allow quantitative, high-
fidelity assessment of the impact risks associated with disrupting a
hazardous body. Our assessment cannot be regarded as a fully cali-
brated risk assessment due to the unavoidable uncertainties in target
properties and the approximations made in our simulation strategy.
However, we do find that disruption is a highly effective strategy for
a range of impactor orbits even for late warning times, provided that
the disruption is robust enough. Though any real scenario must be
evaluated using more targeted analysis than is provided here, it is our
goal to provide improved results that can serve as an even better guide
for policymakers and scientists within the planetary defense community
in evaluating robust small body disruption strategies for use.

The structure of this paper is as follows. We use a fiducial simulated
nuclear explosive scenario to establish some baseline properties of a
prototypical fragment field following such an event, which serves as the
basis for our choices of initial conditions for our simulations (Section 2).
Next we describe the structure of our 𝑁-body simulations (Section 3)
including the basic physics and simulation elements (Section 3.1); how
we select hazardous orbits (Section 3.2); how we avoid close encounter
errors and incorporate gravitational focusing (Section 3.3); how we
approximate the initial conditions from Section 2 and treat fragment
reaccumulation and fragment self-gravity (Section 3.4); what scenarios
we consider (Section 3.5); and the drift in our simulations and their
range of validity (Section 3.6). Next we discuss the structure of our
scenario assessments (Section 4.1); discuss our primary figures of merit,
impact fraction and impact energy (Section 4.2); discuss each of the
scenarios discussed in Section 3.5 as case studies (Sections Section 4.3
though 4.7); and then discuss several themes from these case studies
(Section 4.8). Lastly we summarize our conclusions (Section 5).

2. Numerical disruption study

2.1. Nuclear disruption in Spheral++

For reference, we will present a single 3D disruption study con-
ducted using the Adaptive Smoothed-Particle Hydrodynamics (ASPH)
code, Spheral++1 [21,22]. SPH is a particle-based Lagrangian formal-
ism [23] that is well-suited to modeling material strength and frag-
mentation [24]. ASPH extends the SPH paradigm by adopting tensor
generalizations of the smoothing kernel, which can help preserve accu-
racy in material behavior at high strain rates with superior zone scaling
performance [21,24]. Spheral++ uses a compatibly-differenced total
energy-conserving scheme, and has several solid material models and
equations of state built-in, among other physics modules. Spheral++
has been used to model both kinetic impactor [12,25,26] and nuclear
explosive scenarios [10,12], as well as crater formation [27,28] and
catastrophic collisional disruption events [29,30] in previous work.

1 Spheral++ is available at https://github.com/LLNL/Spheral.

Table 1
Simulation parameters adopted for the equation of state, strength, and porosity models
in the numerical disruption study.

Tillotson Equation of State [31]

Tillotson Parameters 𝑎 0.5 –
𝑏 1.3 –

(Equal to Bulk Modulus) 𝐴 18 GPa
𝐵 18 GPa
𝛼 5.0 –
𝛽 5.0 –

Reference Specific Energy Density 𝜖0 1.6 × 1011 erg/g
Specific Energy Density of Incipient Vaporization 𝜖𝑖𝑣 3.5 × 1010 erg/g
Specific Energy Density of Complete Vaporization 𝜖𝑐𝑣 1.8 × 1011 erg/g

Strength Model [32]

Zero-Pressure Shear Strength 𝑌0 100 MPa
von Mises Plastic Limit 𝑌𝑀 1.5 GPa -
Coefficient of Internal Friction 𝜇𝑖 1.2 –

Porosity Model [33]

Elastic–Plastic Transition Strain 𝜖𝑒 0.0 –
Power-Law Transition Strain 𝜖𝑋 −0.4 –
Exponential Compaction Rate 𝜅 0.8 –

A ∼20% length-scaled shape model of 101955 Bennu [34] corre-
sponding to a 100-meter diameter asteroid was selected as a target
model. The target body was assumed to be a monolithic, uniform
density body composed exclusively of SiO2 (full density 2.68 g cm

−3)
with a microporosity 𝜙 of 0.25 (corresponding to bulk density 2.01 g
cm−3), with a final target mass of 1.3649 × 1012 grams. The Tillotson
equation of state [31,35] was chosen for the material, consistent with
standard practice in the field. Though asteroids are not composed of
pure SiO2, the grain density is consistent with chondritic meteorite
samples, and differences between various equation of state choices for
rocky materials have been shown to be small in previous studies [25].
The Tillotson equation of state has two parts. The first applies when
the material is under compression (density greater than the reference
material density 𝜌0) and is also used for cold expanded states (𝜌 < 𝜌0)
when the specific energy density is less than the specific energy density
of incipient vaporization, 𝜖𝑖𝑣 [31]:
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where 𝑃 is the pressure, 𝜖 is the specific energy density, 𝑎, 𝑏, 𝐴, and
𝐵 are the Tillotson parameters, and 𝜖0 is the reference specific energy
density. It can be shown [31] that 𝐴 is equal to the bulk modulus of
the material. In the expanded state (𝜌 < 𝜌0) where the energy density
is greater than the specific energy density of complete vaporization 𝜖𝑐𝑣,
then the Tillotson equation of state takes the form
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where 𝛼 and 𝛽 are parameters chosen that control how the equation of
state converges to the ideal gas form, 𝑃 ∝ 𝜌𝜖 [35]. States in which
the specific energy density is between 𝜖𝑖𝑣 and 𝜖𝑐𝑣 are interpolated
using a monotonic cubic to ensure continuity in the derivatives; linear
interpolation can introduce undesirable ringing.

The material strength model adopted was a pressure-dependent
strength model of the form [32,36,37]:

𝑌 = 𝑌0 +
𝜇𝑖𝑃

1 +
𝜇𝑖𝑃

𝑌𝑀−𝑌0

, (3)
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Fig. 1. Left: shape model of 101955 Bennu used for the disruption simulation. Right: the simulation zoning, with SPH particle mass (corresponding to resolution) in color (log-scale);
volume indicates the Voronoi cell over which the particle is interpolating hydrodynamics fields. Lower mass zones indicate the high-resolution surface zones resolving the irradiated
material. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

where 𝑌 is the shear modulus, 𝑌0 is the zero-pressure shear modulus,
𝑃 is the pressure, 𝑌𝑀 is the von Mises plastic limit of the material,
and 𝜇𝑖 is the coefficient of internal friction. Microporosity is mod-
eled in Spheral++ using an 𝜖-𝛼 scaling of the equation of state and
strength [33], which includes an elastic regime, an exponential com-
paction regime, and a power-law compaction regime. With the bulk and
shear moduli defined, the material has a complete homogeneous and
isotropic strength prescription. The porosity model parameters were the
elastic–plastic transition strain 𝜖𝑒, the power-law transition strain 𝜖𝑋 ,
and the exponential compaction rate 𝜅. The choices made for model
parameters can be found in Table 1 and are consistent with work
previously published in [25]. Though Spheral++ is capable of modeling
material damage and fracture [24], for computational efficiency we
do not include this capability in our simulation. This assumption is
equivalent to asserting that the post-shock state of the fragments is
largely determined by its hydrodynamic history in the high-impulse
limit, and that the details of fragmentation primarily affect the sizes
of the fragments rather than their speed. This limit is reasonable for
low-strength or low-cohesion materials, in which the fracture surface
energy is small compared to the energy of the shock. We note that while
these choices of parameters are reasonable given known properties of
typical NEOs, there may be wide variations in composition, material
properties, and internal structure within the hazardous body population
that can affect the outcome of these calculations; many small bodies are
known to be or suspected of being rubble piles, assemblages of material
with little cohesive strength and high macroporosity [14,15,38]. Less is
known about the typical structure of smaller bodies of the size we are
simulating here, as material strength begins to dominate over gravity at
these scales; a competent monolithic structure of the type assumed here
might be reasonable, but we caution that there is sufficient uncertainty
in these properties that precise predictions still require much more
definitive characterization.

The target was zoned such that the bulk region of the target had
a constant linear resolution of 1.6 m. The code identifies the facets
of the shape model that are irradiated by the device, and replaces
the constant resolution regions at and below these facets (up to 10
meters in depth) with a higher resolution that is capable of resolving
the energy deposition profile. This is done by demanding a surface
resolution of 50 μm and using a zoning ratio that gradually adjusts the
radial zone resolution until the resolution is roughly mass-matched to
that of the bulk region of the target. The total mass of bulk particles
is 9.46 × 1011 grams, about 69% of the total mass; the remainder of
the mass is in the ablation zone. The zoning is chosen such that the
azimuthal/polar resolution is approximately 2 meters at the surface in
the ablation region. Ultimately, 233321 individual SPH particles were
generated and used in the simulation. Fig. 1 shows the shape model
chosen and the initial zoning of the target.

A single 1 MT TNT equivalent device was selected for the disruption
event to provide a reasonable but vague value at the higher end of

yield, with a standoff height-of-burst of 15 meters above the equator
(65 meters from the center) of the target. Height-of-burst is known
to affect disruption performance, and optimal selection is size and
shape dependent; we chose this height-of-burst to maximize irradiated
area without being too affected by shape model details. The device is
modeled to be a prompt source of soft thermal (∼keV) x-rays whose
deposition profile in granite is given in [39]; this modeling approach is
the same chosen by the LLNL team in [12]. For every SPH particle in
the simulation, the initial specific energy density is given by

𝜖 =
𝜂(1 − 𝑓 )𝑌

4𝜋𝑟2𝜌
𝛷(𝑑) cos 𝜃, (4)

where 𝑌 is the device yield; 𝜌 is the mass density; 𝑟 is the distance from
the source; 𝜃 is the angle of incidence; 𝜂 is the yield coupling, assumed
to be 1 for soft x-rays; 𝑓 is the reradiation fraction; 𝑑 is the depth from
the surface; and 𝛷 is the energy deposition profile with depth. The
reradiation fraction is the fraction of deposited energy lost to space by
thermal emission prior to hydrodynamic motion, which we chose to be
0.65 to be consistent with radiation hydrodynamics simulations carried
out to estimate this number (see, e.g., [12].) The total delivered yield
(after reradiation) to the target was 60.5728 kT TNT equivalent. Once
initialized the simulation is allowed to evolve hydrodynamically under
these energy deposition initial conditions. The simulation was run until
it reached a simulation physical time of 0.5 s; the simulation has not
completely finished hydrodynamic evolution at this point in time, but
particle velocities have begun to approach their asymptotic values.

2.2. Characterization of the disruption simulation results

Of the delivered energy total, 32.184 kT TNT was ultimately con-
verted into the kinetic energy of the finely-zoned particles in the
ablation region (about 53.1% of the delivered yield and 3.22% of the
total device yield) and 3.858 kT TNT was converted into the coarsely-
zoned bulk particle kinetic energy (about 6.37% of the delivered yield
and 0.3486% of the total device yield); the remainder of the delivered
yield is lost, in a mechanical sense, to the internal energy (heat) of
the material that was not converted to kinetic energy. The disruption
efficiency can be estimated by computing an estimated kinetic energy
per target mass and comparing against 𝑄∗

𝐷
, the energy per target mass

threshold for catastrophic disruption [40,41]. For bulk particles only,2

this number is 17047.3 J/kg, significantly larger than the 𝑄∗
𝐷
values

reported in [40] for targets of equivalent size. We note that the 𝑄∗
𝐷

values reported in previous work have focused entirely on large impact
studies rather than a nuclear explosive mechanism, so though we do

2 Inclusion of ablation zone particles significantly increases the estimate of
𝑄∗

𝐷
; however, since we assume the ablation zone does not contribute to the

large fragments, as noted below, we quote the more conservative number.
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Fig. 2. Histograms and kernel density estimators of position magnitude (top), velocity magnitude (right), and position and velocity magnitude in joint correlation (center) for
the fiducial disruption simulation bulk particles in the center-of-mass frame, at 0.5 s in simulation time. Logarithmic scales are used for both position and velocity magnitude.
Properties of the distributions and the center-of-mass velocity are annotated.

not expect the catastrophic disruption threshold to be significantly
different, it is possible that the physics of standoff nuclear disruption
events may change this threshold. However, since the kinetic energy
per target mass is so much larger than the threshold reported in [40],
we argue that this is a robust disruption, and reaccumulation should
be minimal. To demonstrate this further, we compute the average
relative velocity between bulk particles that are located within two
meters of each other, which estimates the relative velocity of fragment
nearest neighbors. The distribution of these relative velocities is plotted
in Fig. 3. The geometric average of this relative velocity is 3.2 m/s,
which is substantially larger than the estimated escape velocity of the
progenitor body (∼ 5 cm/s) which further suggests that reaccumulation
is negligible, and the disruption is robust.

To study the properties of the disruption, we applied a postpro-
cessing analysis to study the SPH particles in the simulation. Because
fragmentation is not modeled in this simulation, we do not capture the
exact distribution of fragments expected from this type of disruption
event. Instead, we will treat the statistical properties of the SPH parti-
cles as a proxy for the fragment properties, with the caveat that the true
distributions may be altered by the physics of fragmentation. Nearly all
the particles in the energy deposition zones are vaporized and carried
away as ejecta/vapor; the bulk particles serve therefore as a proxy
for the properties of the fragments. There are some bulk particles that
are also entrained in the vapor plume as well, but as a subpopulation
should be a small component of the total. The center-of-mass velocity
of the bulk particles was computed to be 46.9566 m/s, in a direction
3.053◦ from the line between the source position and the epicenter on
target. The position and velocity magnitudes of the bulk particles in
the center-of-mass frame are summarized in Fig. 2. The probability

density functions (PDFs) of the velocity and position magnitudes of the
particles are estimated using both histograms and a Gaussian kernel
density estimator (KDE)3 in logarithmic space; this is also done in a
joint correlation of velocity against position. Here the geometric mean
and the (assumed lognormal) full-width at half maximum (FWHM) are
annotated for both position and velocity magnitude.4

We can carry this analysis further to consider the direction
anisotropy of the velocities in the center-of-mass frame. To explore
the structure of the expansion of the bulk particles, we computed the
spherical harmonic power spectrum5 of the distribution of the velocity
directions of the particles. This power spectrum is plotted in Fig. 3,
alongside power spectra corresponding to Gaussian distributions of
latitude and longitude on the sphere as proxies for various degrees of
pure anisotropy in direction. The Gaussian distributions were computed
using the KDE of a sample of randomly generated pairs of latitude and
longitude, whose distributions are centered at 0◦ with 𝜎𝐿𝑜𝑛 = 2𝜎𝐿𝑎𝑡.
The power spectra are presented in (root-power) dB relative to the

3 See e.g. [42] and [43] for a discussion on the use of KDE in estimating
PDFs. We use the scipy implementation of Gaussian KDE; documentation for
scipy may be found at http://www.scipy.org.

4 The lognormal FWHM is given in dex, a quantity equivalent to a Bel
that indicates the spread of the distribution of the logarithm of the quantity
measured relative to the appropriate unit.

5 The spherical harmonic power spectrum at 𝑙 is the sum of the squares of
spherical harmonic coefficients of degree 𝑙, roughly estimating the contribution
to the variance at that degree. We use shtools, a collection of Python and FOR-
TRAN routines, for computing spherical harmonic power spectra, documented
in [44].

http://www.scipy.org
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Fig. 3. Diagnostic plots for the nuclear disruption simulation. Top: histogram (blue)
and kernel density estimator (red) of the angle 𝜃 between the center-of-mass position
and velocity vectors of the simulation bulk points, along with annotated mean and
standard deviation. Middle: histogram (blue) and kernel density estimator (red) of the
distribution of relative velocities of bulk particles in comparison with the neighbors
located within 2 meters of each other, compared with the estimated progenitor escape
velocity (cyan). Bottom: spherical harmonic power spectrum of the distribution of
center-of-mass bulk point velocity longitude and latitude (black), and three Gaussian
proxy distributions of varying 𝜎𝐿𝑜𝑛, plotted in (root-power) dB as a function of spherical
harmonic degree 𝑙. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

𝑙 = 0 power, indicating the relative importance of the higher modes
in comparison to the flat (𝑙 = 0) mode. Unlike the Gaussian proxies,
which peak at small but nonzero 𝑙 modes, the power spectrum of the
simulation bulk particle velocity directions peaks at 𝑙 = 0, indicating a
primarily flat distribution (though there is some additional structure.)
Additionally, we computed the PDF of the angle 𝜃 = arccos

𝐫⋅𝐯

𝑟𝑣
between

the bulk particle position and velocity to determine how close the
simulation velocity distribution is to a purely radial expansion (where
𝜃 = 0). This PDF is also presented also in Fig. 3. Though not centered
around zero, indicating some non-radial components to the COM
velocity, the difference is relatively small (centered around ∼ 20◦).

Taken altogether, the disruption simulation has provided us with
an estimate for the center-of-mass deflection component of the frag-
ment velocities (46.9566 m/s), along with an estimate of the typical
disruption velocity (geometric mean 𝜇𝐺 = 48.89 m∕s) and the width
of the disruption velocity distribution (𝜎𝐹𝑊𝐻𝑀 = 0.4795 dex) that we
take to be lognormal. Our studies of the anisotropy of the velocity
distribution suggest that it is mostly flat (little direction preference
on the whole sphere) and nearly radial (velocities are approximately
directed outward in the same direction as their position vector) in the

center-of-mass frame. These properties will be used as a prototype for
typical disruption scenarios. It should be noted that the properties of
the fragment population described here may be significantly altered
if the specifics of the nuclear explosive scenario are changed. We do
not include other source characteristics such as hard x-rays/gamma
rays or neutrons, whose effectiveness is expected to be superior to
soft x-rays [13,45]. We also do not self-consistently treat the radiation
hydrodynamics of the energy deposition, and the reradiation fraction
may vary with incident fluence, or may be a poor approximation at very
high fluence. Internal composition and shape variation can also lead to
unexpected shock hydrodynamics or radiation transport behavior. For
these reasons, we use this model only as a guideline and estimate of
disruption performance.

3. Numerical gravitational 𝑵-body simulations

3.1. Gravitation in Spheral++

Determining if any fragments created in a disruption event will hit
the Earth requires following their orbits to a high degree of accuracy.
Previous efforts to study this problem have employed efficient methods
built around Keplerian-oriented methods, such as Gauss’ planetary
equations [17], or the Clohessy–Wiltshire–Hill equations [9,18–20]
used in studying spacecraft formations. However, 𝑁-body methods
have the potential to be more accurate than these approaches, and
may reveal effects which are not apparent in the more approximate
treatments. This potential comes at the cost of a more computationally
expensive treatment and more complicated implementation. We aim
to drive the state-of-the-art toward this higher fidelity approach by
building a framework around 𝑁-body methods as currently supported
by Spheral++. We note that while it is not the most efficient approach
and that our simulations make tradeoffs in accuracy for efficiency
and stability, it is nevertheless an extensible framework that can be
improved as new modules and more efficient algorithms are imple-
mented in Spheral++, after which the full strength of our methodology
will be realized. Additionally, future three-dimensional simulations of
small body fragmentation similar to the one described in Section 2
could be directly placed into Spheral++ 𝑁-body simulations for eval-
uation, once suitably accurate collision operators between fragments
are implemented. Our approach is not meant to replace the existing
Keplerian-oriented methods, but rather to complement them and to
help close out any potential risks in disruption studies by investigating
a higher fidelity approach.

The basic framework of these 𝑁-body simulations includes the
major large bodies6 in the solar system as a means to construct a
reasonable and realistic gravitational model, which manifestly includes
planetary interactions as a bonus. This approach was favored over
alternatives such as disturbing functions as this treatment is a simple
and natural use of particle representation in Spheral++. Each large body
is placed in the 𝑁-body simulation as single massive particles, using
suitably chosen Cartesian state vectors (position and velocity) for each
large body (see Section 3.5 below): we make no attempt to include tidal
interaction terms and treat them purely as point particles. Additionally,
we do not include any solar wind or radiation interaction terms, whose
effects should be small on the short timescales we consider in this
work. As a final initial condition, the well-separated fragment field (see
Section 3.4) is placed with its center-of-mass on a realistic Earth impact
orbit (see Section 3.2) and integrated forward, taking care to ensure
that the force calculation accuracy is maintained to a desired tolerance.

The Spheral++ 𝑁-body gravity module currently supports either
particle–particle N-body gravity, which is (𝑁2) runtime in particle
number, and oct-tree gravity based on the Barnes–Hut method, which

6 Here, large bodies refer to the Sun, the planets, and the Moon, with
Neptune omitted if sufficiently accurate ephemerides are not available.
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can achieve (𝑁 log𝑁) runtime in particle number [46,47]. The oct-
tree gravity, by reducing the expense of computing the force due to
closely spaced particles at large distances, can improve simulation
performance, depending on the separation of particles. However, since
the fragment fields should remain relatively closely spaced relative to
the scale of the solar system, the Barnes–Hut method will not provide a
significant increase in algorithmic efficiency, and the computation time
is dominated by the fragment–fragment forces. Nevertheless, we choose
this method, with opening parameter7 𝜃 = 0.5, for this work, as there
is a minor improvement in efficiency between the large body-fragment
force calculation, and we have found that there is no practical loss of ac-
curacy compared to the full 𝑁-body method. We note that algorithms,
such as a kd-tree method of the type used by the pkdgrav [48] code,
may offer further improvements in efficiency, which we will explore
in future work. Pairwise gravitational forces in Spheral++ are softened
according to the standard softening scheme due to Aarseth [49]:

𝐅𝑖𝑗 = −
𝐺𝑚𝑖𝑚𝑗

𝑟2
𝑖𝑗
+ 𝜀2

�̂�𝑖𝑗 , (5)

where 𝐫𝑖𝑗 is the pairwise separation vector (specifically, 𝐫𝑖𝑗 = 𝐫𝑖 −

𝐫𝑗 = −𝐫𝑗𝑖) and 𝜀 is the softening length, which is used to ensure
integrator stability and soften the effects of close encounters. Softening
is desired, despite its detrimental effects on accuracy, to screen any
close encounters in the system.8 This form provides a simple form
for the relative error in the softened gravitational force at a given
separation distance 𝑟:

𝑓 (𝑟) =
||||
𝛥𝐹

𝐹

|||| =
𝜀2

𝑟2 + 𝜀2
, (6)

With the exception of the impactor or the fragments, the typical small-
est expected separation between the large bodies of our system is the
Earth–Moon distance. A convenient choice for the softening length in
our system (which in this case is referred to as the far-field softening
length, to distinguish from the near-field softening length which we
discuss below in Section 3.3) is

𝜀𝐹𝐹 = 0.5𝑅⊕, (7)

which results in force calculation errors at the Earth–Moon distance of
roughly 𝑓 = 7.7 × 10−5, but nevertheless has relatively good timestep
performance. This error may be relatively high for long solar system
integrations, but for short timescales relevant to planetary defense this
is acceptable; we discuss drift in our simulations in more detail in
Section 3.6. This permits rapid calculation, with serial runtimes on the
order of a few hours, permitting a wide exploration of parameter space.
This trade-off is satisfactory for the majority of our calculation, except
when the impactor or fragments approach the Earth or other solar
system bodies (discussed in Section 3.3) or for the force calculation
between the closely spaced fragments (discussed in Section 3.4.)

We use a second-order Verlet (kick–drift–kick leapfrog) integrator of
the type described in [23], implemented in Spheral++. This integrator
has many excellent properties, including second-order accuracy, time-
reversal symmetry, and symplecticity (see e.g. [50]) in the absence of
dissipation, while remaining inexpensive computationally, though our
choices in simulation strategy do destroy exact time-reversal symmetry.
More details about our integrator choice are presented in Section 3.6.9

7 This parameter is a threshold for determining when to approximate the
gravitational force from a tree cell; it is usually set to less than 1∕

√
3 ∼ 0.57 for

accuracy; we have opted for a relatively large value to maximize the modest
improvement in efficiency. See e.g. [47].

8 Any true close encounter will be captured provided that the softening
length is less than the physical extent of the particles in the system, though
the force will not be correct due to softening. Any encounter at a smaller radius
would, in fact, result in an impact.

9 We intend to implement higher-order alternatives, such as Burlisch–Stoer
or mixed-variable symplectic integrators, in future work.

We note that we are focusing on short times-to-impact in this work,
and so accumulated errors from our simulation scheme can be kept to
a minimum. We allow the global timestep of the simulation to vary
using a commonly employed criterion used with softened gravity (see,
e.g. [51]), which allows us to define a timestep relative to the softening
scale of the system:

𝛥𝑡 ∝

√
𝜀

||𝐚𝑚𝑎𝑥||
, (8)

where ||𝐚𝑚𝑎𝑥|| is the maximum acceleration magnitude of particles in
the simulation. Softening will bound the particle acceleration, and
therefore the timestep should be at minimum ∝ 𝜀3∕2, i.e. a larger soft-
ening length enables a simulation to tolerate larger timesteps. Specifi-
cally, our simulations typically achieve ∼ 103 seconds/timestep when
the far-field softening length is employed, and decreases to ∼ 10
seconds/timestep when the near-field softening length is used instead.

Taken altogether, the simulation schematic is given below.10 The
details in these steps are explained in the remaining subsections. Gen-
erally, the simulation will take the desired orbital characteristics, the
date of impact, and the time to impact that are desired to be simulated
as inputs and determine the appropriate initial state of the system,
especially the impactor position and velocity, using a time-reversal
approach outlined in Section 3.2. The fragment field is then initial-
ized at those initial conditions, with desired deflection and disruption
characteristics, and integrated forward in time; impacting fragments
are detected and removed from the simulation. This approach is bro-
ken into different phases to ensure that different effects are captured
appropriately.

• Phase 1: First initialize the impactor and large bodies (without the
Earth and Moon) with the appropriate Cartesian state vectors at
the time of impact; reverse the sign of the velocities; and integrate
backwards using the near-field softening length by a time equal
to 𝛥𝑡𝐷𝑒𝑘𝑖𝑐𝑘, whose selection is outlined in Section 3.3. This is done
to prevent a close encounter between the Earth and the impactor
before we integrate it backwards.
• Phase 2: Next initialize only the large bodies (including the Earth
and Moon), and again integrate backwards in time (using the
near-field softening length) by the same amount in the first phase.
This provides the Earth and Moon state vectors after Phase 1.
• Phase 3: Then, place the large bodies and impactor from Phase 1,
and the Earth and Moon positions and velocities from Phase 2,
and continue to integrate the now complete system backwards in
time (but using the far-field softening length) to the desired time
of the disruption event, less the (relatively small) expansion time
of the fragments during the self-gravity phase. The simulations are
cached after the completion of this Phase to avoid recalculating
Phases 1 through 3 repeatedly.
• Phase 4: Next, using the positions and velocities from Phase 3,
replace the impactor with the appropriate expanded fragment
field, and integrate the system forward (using the far-field soft-
ening length) until the reference orbit reaches the point at which
the distance between the reference orbit and the Earth is small
enough that the gravitational force error due to the far-field
softening length is too large according to our tolerance.
• Phase 5: Last, integrate the system forward using the near-field
softening length until at least the projected impact time. In prac-
tice, we integrate slightly further to ensure that any fragments
whose orbits were slightly retarded but would nevertheless still
result in an impact are included in the impact fraction.

10 Orbit verification may be achieved by simply integrating the impactor
forward without replacing it with a fragment field. Each scenario was tested
to ensure impacts occurred reliably. Additionally, pure deflection is easily
modeled in our system by simply adding a single deflection velocity to the
impactor.
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If the desired time-to-impact is very short (shorter than the time
necessary to traverse the near-field simulation region) then the simula-
tion will automatically skip Phases 3 and 4, and substitute the fragment
field for the impactor at the beginning of Phase 5.

3.2. Hazardous orbit selection

The gravitational influence of the planets perturbs the two-body
orbital elements of small bodies away from their average values at any
osculating point measurement in the small body’s orbit. Over time,
these changes can accumulate, and in the case of close encounters,
can kick the body into a new set of orbital parameters. For this
reason, it is nontrivial to choose appropriate Cartesian state vectors
in the reference frame of our simulation for the impactor that will
appropriately preserve the desired orbital characteristics throughout
its orbit prior to the impact with the Earth, from a forward-modeling
standpoint. This difficulty cannot be avoided except in very short times-
to-impact, in which the impactor is very close to the Earth and the
overall influence of other bodies in the system is small; it is also
unavoidable even in Keplerian-type approaches if other large bodies
are present in the system to some degree. Indeed, this difficulty has
been recognized in [19], in which an adaptive shooting method is
presented to solve this problem in their eccentric Clohessy–Wiltshire–
Hill system augmented by fragment–fragment gravity. To solve this
issue, we will exploit the approximate time-symmetry of the Verlet
leapfrog integrator in the Spheral++ N-body gravity calculations (see
Section 3.1) to determine an appropriate set of state vectors for our
impactor prior to disruption, which includes the perturbing influence of
the major bodies in the solar system. This is done by first integrating the
system reverse in time from the point of impact back to the appropriate
time we desire to simulate, which provides the initial conditions for all
bodies in the forward simulation, with the exception of the impactor,
which is replaced with an appropriate fragment field. This approach
neatly captures the aggregate influence of the whole 𝑁-body system
on the orbit while maintaining the desired orbital characteristics of the
unperturbed impactor and manifestly results in an impact when the
impactor is integrated forward in time. Each scenario considered in this
work was individually checked to ensure that impacts occur if no action
is taken.

We will restrict our analysis to only elliptic orbits, though this
procedure could be extended to hyperbolic orbits in principle. The
first task is to determine the Cartesian velocity vector at the point
of impact which results in an (unperturbed) two-body orbit with the
selected orbital characteristics: semimajor axis 𝑎𝑖𝑚𝑝, eccentricity 𝑒𝑖𝑚𝑝,
and inclination 𝑖𝑖𝑚𝑝. (The underlying physics is presented in Ch. 2
of [52].) Additionally, since the impactor and the Earth will share the
same focus (the Sun), there are two nodes at which impact can occur,
and therefore one must choose whether the impactor approaches from
the day side (interior to the Earth’s orbit, moving outward) or the night
side (exterior to the Earth’s orbit, moving inward.) Using the standard
gravitational parameter 𝜇 = 𝐺𝑀⊙, we adopt the nondimensionalization
for velocity 𝐯:

𝐕 =

√
𝑎𝑖𝑚𝑝

𝜇
𝐯 (9)

and the natural nondimensionalization for position 𝐫:

𝐑 =
𝐫

𝑎𝑖𝑚𝑝
. (10)

The vis-viva equation can be used as one constraint on the components
of 𝐕:

𝑉 2 = 𝑉 2
𝑥
+ 𝑉 2

𝑦
+ 𝑉 2

𝑧
=

2

𝑅
− 1. (11)

Using the orbital angular momentum and the inclination angle, it is
possible to obtain two more constraints, one for the 𝑧 component of

the angular momentum and another from the magnitude of the angular
momentum:

𝑅𝑥𝑉𝑦 − 𝑅𝑦𝑉𝑥 =

√
1 − 𝑒2

𝑖𝑚𝑝
cos 𝑖𝑖𝑚𝑝, (12)

(
𝑅𝑦𝑉𝑧 − 𝑅𝑧𝑉𝑦

)2
+
(
𝑅𝑥𝑉𝑧 − 𝑅𝑧𝑉𝑥

)2
=
(
1 − 𝑒2

𝑖𝑚𝑝

)
sin2 𝑖𝑖𝑚𝑝. (13)

These three constraints (and day/night side approach choice) are
sufficient to find a unique 𝐕. In practice, we use the scipy [53] op-
timization and root-finding package to solve this system, cast as a
vector root finding problem. Specifically, we used the multidimensional
scipy.optimize.root function, with two choices for method: the
lm method, which uses a modified version of the Levenberg–Marquardt
algorithm to solve the equations in a least squares sense; and the
hybr method, the MINPACK implementation of the hybrid Powell
method [53]. These methods were generally found to converge rapidly
to very high accuracy, but for some parameter choices the solution
failed to converge to an acceptable solution. Accordingly we evaluate
both of these solution methods for each parameter set and choose the
method that yields the best solution, judged as reproducing the desired
parameters. Both of these methods require choosing an appropriate
initial guess so that the root finding algorithm converges. We can
formulate such a guess by using cross product rules and the angular
momentum vector, 𝐡 = 𝐫 × 𝐯:

𝐯 =
(
𝐫 ⋅ 𝐯

𝑟

)(
𝐫

𝑟

)
−

𝐫 × 𝐡

𝑟2
. (14)

While the first term is not identically zero, we can expect it to be
fairly small, so we can begin to formulate our guess using only the
second term. The magnitude of the angular momentum is given by
ℎ2 = 𝜇𝑎𝑖𝑚𝑝(1−𝑒2

𝑖𝑚𝑝
), so we let our initial guess �̃� in nondimensionalized

variables be

�̃� = −𝑅−2
√

1 − 𝑒2
𝑖𝑚𝑝

(
𝐑 × �̃�

)
(15)

where �̃� is a reasonable guess for the angular momentum unit vector.
In terms of orbital elements, 𝐇 should be [52]:

𝐇 =

⎛
⎜⎜⎝

sin𝛺 sin 𝑖𝑖𝑚𝑝 sign
(
cos 𝑖𝑖𝑚𝑝

)
−cos𝛺 sin 𝑖𝑖𝑚𝑝 sign

(
cos 𝑖𝑖𝑚𝑝

)
cos 𝑖𝑖𝑚𝑝

⎞
⎟⎟⎠
, (16)

where 𝛺 is the longitude of the ascending node corresponding to the
position 𝐑. Since the Earth has a small inclination, we could expect this
to be approximately just the position angle of the 𝑥 and 𝑦 components of
the Earth’s position at impact within the Earth’s ecliptic, so our choice
for �̃� is

�̃� =

⎛
⎜⎜⎜⎜⎝

𝑦

𝑟
sin 𝑖𝑖𝑚𝑝

𝑥

𝑟
sin 𝑖𝑖𝑚𝑝

cos 𝑖𝑖𝑚𝑝

⎞
⎟⎟⎟⎟⎠
. (17)

We can improve this guess further by returning to the term we
dropped and providing a reasonable estimate. In terms of the angle 𝜃

between 𝐫 and 𝐯, this term is(
𝐫 ⋅ 𝐯

𝑟

)(
𝐫

𝑟

)
= 𝑣 cos 𝜃

(
𝐫

𝑟

)
. (18)

One can easily obtain 𝑣 from Eq. (11), but cos 𝜃 does not have a simple
expression. Nevertheless, it is clear that this term vanishes for a circular
orbit, so cos 𝜃 = 0 when 𝑒𝑖𝑚𝑝 = 0; as the eccentricity increases, the
angle between them should grow smaller (and so cos 𝜃 increases.) A
simple choice is to adopt the approximation cos 𝜃 ∼ 𝑒𝑖𝑚𝑝. Here is also an
appropriate time to introduce the day side/night side approach choice
mentioned above, as the sign of 𝐫 ⋅ 𝐯 indicates the approach choice:

𝐫 ⋅ 𝐯 ≥ 0 ⇒ cos 𝜃 ≥ 0, (day side) (19)

𝐫 ⋅ 𝐯 ≤ 0 ⇒ cos 𝜃 ≤ 0. (night side) (20)

Adopting this and combining with our previous guess gives our final
form for the velocity estimate:

�̃� = 𝑅−1𝑒𝑖𝑚𝑝

(
2

𝑅
− 1

)
𝐑 − 𝑅−2

√
1 − 𝑒2

𝑖𝑚𝑝

(
𝐑 × �̃�

)
(21)
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Practically, to ensure the solution converges to the correct approach
choice, we add a penalty to each constraint equation that is zero when
Eq. (19) or (20) is satisfied and a large number otherwise.

To test our implementation, we chose to explore many choices of
parameters and ensure that the numerical errors in both the constraints
(Eqs. (11),(12),(13)) is low and that the orbital parameters (as de-
termined from our computed Cartesian state vectors) are indeed the
ones we chose. To that end, we tested our method using 250 choices
each of 𝑎𝑖𝑚𝑝, 𝑒𝑖𝑚𝑝, and 𝑖𝑖𝑚𝑝, and considering both day side and night
side approaches, spanning likely values for hazardous asteroids. It is
important to ensure that the desired orbit is physically realizable,
i.e. that the final position magnitude lies between the perihelion and
aphelion of the orbit specified:

𝑎𝑖𝑚𝑝(1 − 𝑒𝑖𝑚𝑝) ≤ 𝑟 ≤ 𝑎𝑖𝑚𝑝(1 + 𝑒𝑖𝑚𝑝). (22)

This provides a minimum semimajor axis bound for impactors with
elliptic orbits, as the maximum eccentricity is 1, so the semimajor
axis must be at least 𝑟∕2. For other semimajor axis values less than
𝑟, it is simple to see that the minimum eccentricity must be 𝑟

𝑎𝑖𝑚𝑝
− 1;

similarly, for semimajor axes greater than 𝑟, the appropriate criterion
is 1 −

𝑟

𝑎𝑖𝑚𝑝
. We exclude parameter choices that fail this criterion. We

chose to explore semimajor axes ranging from the minimum (roughly
0.5 AU) to 5.5 AU, a rough estimate that includes most nearby asteroids
in the solar system, including Jupiter Trojans and Greeks. Because
of the slight inclination of the Earth’s orbit, it is not possible for a
zero inclination orbit to successfully hit the Earth except for the two
Earth orbit nodes, so we explore inclinations lying between 1 and 179
degrees. Finally, to span all elliptic orbits, we explore eccentricities
ranging from zero to 0.999 (to exclude parabolic orbits.) The total
squared error in the constraint equations, and the squared error be-
tween chosen and derived 𝑎𝑖𝑚𝑝, 𝑒𝑖𝑚𝑝, and 𝑖𝑖𝑚𝑝, is plotted in Fig. 4 versus
eccentricity and semimajor axis, where the error is then summed over
all inclination angle choices. The total accumulated error is quite small
for most orbits, being of the order of 10−14. There are some choices
that nevertheless fail (the bright points in Fig. 4); for this reason, even
though this method works for the vast majority of possible parameter
choices, each choice should be individually checked to ensure the root-
finding routine converged correctly. Each scenario considered here was
tested to ensure that this time-reversal, rootfinding procedure results in
systems that, when integrated forward, achieve Earth impacts reliably.

3.3. Dekick distance and gravitational focusing

The aforementioned perturbing influence of the other large bodies
in the solar system leads to accumulated changes in the osculating
orbital parameters of the impactor, which is nevertheless captured
in our simulation scheme. However, our method places the impactor
initially on a close orbital encounter with the Earth. The resulting
gravitational kick is usually sufficient to put the impactor on a new
set of orbital parameters that differ from those used to select the haz-
ardous orbit in Section 3.2. For this reason, we first integrate the orbit
backwards in a system without the Earth–Moon system in place for a
short period of time so that the body is not subject to this initial kick,
sufficient to traverse a distance we call the dekick distance. This must be
balanced against integrating too far without the influence of the Earth–
Moon gravity, as one of the virtues of our approach is that the orbit
results in an impact by construction. This approach also includes the
gravitational influences of all bodies we place in the simulation on their
natural orbits with correct relative orbit timing, while retaining nearly
the same orbital parameters that we chose initially. A natural choice is
set the dekick distance to the radius of the Earth’s Hill sphere, 𝑅𝐻𝑖𝑙𝑙,
which defines the volume of space in which the Earth’s gravitational
influence exceeds the Sun’s; this ensures that the perturbing influence
of the Earth is bounded.

Another problem occurs when the simulation returns to the impact
time, in which the fragments enter the Earth’s Hill sphere and are

Fig. 4. Total squared error in the solutions to the constraint equations ((11), (12),
(13)), added to the total squared error in the orbital parameters (𝑎𝑖𝑚𝑝, 𝑒𝑖𝑚𝑝, 𝐼𝑖𝑚𝑝)
summed over all inclination angles. The annotated green line delineates the minimum
eccentricity for each semimajor axis as defined in Eq. (22). (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

strongly affected by its gravity. Gravitational focusing [54,55] is ex-
pected to raise the effective cross-section of the Earth to the fragments
on their encounter orbit with the Earth, and so including this effect is
critical for accurately determining impact risks. This enhancement of
the true cross section relative to geometric is

𝜎

𝜎𝑔𝑒𝑜
= 1 +

𝑣2
𝑒𝑠𝑐

𝑣2
𝑟𝑒𝑙

, (23)

where 𝑣𝑒𝑠𝑐 is the Earth’s escape velocity and 𝑣𝑟𝑒𝑙 is the relative velocity
of the fragment and the Earth prior to the encounter. Since impact
velocities (and hence relative velocities) are of the order of tens of
km/s, and the Earth’s escape velocity is about 11.2 km/s, this effect
can be significant. Nevertheless, for time-stepping performance, it is
necessary to set the softening length to a relatively large value during
the majority of the simulation, when the gravitational force error due
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to softening is very low (see Section 3.1.) As a result it is necessary
for us to halt our simulation once the gravitational force error becomes
intolerable, and proceed using a new softening length (which we call
the near-field softening length in contrast to the far-field softening
length described in Section 3.1) that is sufficiently small in order
to capture gravitational focusing. The relative error (see Eq. (6)) at
the Earth’s Hill radius using the far-field softening length is roughly
𝑓 (𝑅𝐻𝑖𝑙𝑙) = 4.7 × 10−6, making that a convenient choice to address this
problem by pausing the calculation when the reference orbit11 reaches
that distance from the Earth. This also ensures commonality with the
reverse-time calculation close encounter correction described above,
which should help maintain approximate time-symmetry. To ensure the
accuracy of the force calculation for gravitational focusing, we choose a
near-field softening length such that the force error at one Earth radius
is 𝑓 (𝑅⊕) = 10−5; in terms of Earth radii, our near-field softening length
satisfying this constraint is roughly

𝜀𝑁𝐹 = 0.003𝑅⊕ (24)

In both of these scenarios, it is necessary to determine the Earth-
impactor distance at short times before impact, which will vary depend-
ing on the orbital parameters of the impactor. This is a nonlinear prob-
lem. However, for relatively short times and therefore small changes in
the eccentric anomaly of the impactor, relatively high accuracy is main-
tained by the third-order approximant obtained by truncating the series
expansion in 𝛿𝐸, whose calculation is outlined in Appendix. Thus the
determination of the desired integration time, as a function of impactor
orbital parameters, can be computed by simply selecting the positive
root of the resulting cubic. This procedure ensures the preservation of
desired orbital parameters and the accuracy of gravitational focusing
for arbitrarily selected orbits. To ensure that no fragments are within
the Hill sphere of the Earth, we choose the Earth-impactor distance at
which we switch integrators to be twice the Hill radius.

Because of both the required integration phase to traverse the
dekick distance and the gravitational focusing in the forward orbits,
precise impact localization is challenging. Since we are focusing on a
basic risk assessment using hypothetical scenarios, we have not imple-
mented this capability, but our simulations will capture the general
behavior of the disruption, especially the impact fraction. Such a capa-
bility will need to estimate the correction to the initial Cartesian state
vectors necessary to offset gravitational focusing deflection from the
desired impact point, and may need to incorporate other higher-order
effects if high precision is desired.

3.4. Fragment initial conditions and fragment self-gravity

Following a disruption event, the progenitor body is broken into
many fragments of varying mass, each of which has a unique position
and velocity relative to a frame centered on the original progenitor.
This process proceeds over timescales quite rapid relative to orbital
dynamics (on the order of minutes at most), sufficient to be virtually
instantaneous. The fragment state vectors in the disruption frame serve
as the initial conditions of the forward orbit integration described in
Section 3.1. They are placed with their center-of-mass on a selected
realistic Earth impact orbit (see Section 3.2 above), and their Cartesian
velocity vectors are augmented with the post-disruption velocities.12

11 While the fragments may be closer to Earth relative to the reference orbit
at this calculation time, this distance will not be large enough to introduce a
large degree of force calculation error provided a small enough tolerance is
chosen.
12 Methods such as Gauss’ planetary equations could be used to determine
the relative orbital parameter changes for each fragment subject to a velocity
change, but our simulation approach works in the Cartesian frame without
requiring an individual orbital element description for each fragment. Addi-
tionally, these equations do not naturally include the many-body gravitational
effects in the system.

For simplicity, we will adopt a simple two-velocity parametric form for
the post-disruption velocities: one center-of-mass deflection component
(whose direction is adjustable in accord with controllable mission
parameters) and the individual fragment disruption velocity in the
center-of-mass frame, which is directed radially outward according to
the fragment position:

𝐯𝑖 = 𝐯𝑑𝑒𝑓 + 𝑣𝑑𝑖𝑠,𝑖�̂�. (25)

Here we have included an index for 𝑣𝑑𝑖𝑠 to indicate that each frag-
ment may have an individual choice sampled from a distribution of
disruption velocities, such as one informed by the disruption velocity
distribution presented in Section 2.2.

Relative position uncertainty of even kilometers correspond to tim-
ing uncertainty on the order of at most minutes, and so the position
accuracy of the fragments is less important to the resulting orbit. The
relative importance of the velocity distribution has been acknowledged
in previous work; in [17], the position probability distribution was
chosen to be a (vector) delta function, and much of their modeling
focused on the velocity distribution. More extensive fragmentation
modeling will provide mass, velocity, and position distributions for the
fragments that are consistent in their joint probabilities. In Section 2.2,
the velocity distribution in the center-of-mass frame was found to be
nearly flat and radial, and that a spherically symmetric distribution
of fragment directions is sufficient for our modeling purposes, whose
direction and position is fixed but whose velocity is allowed to vary.
This approximation is equivalent to assuming the fragments follow
a nearly ideal spherically-symmetric expansion in the instantaneous
center-of-mass frame. To generate such a distribution of directions for
𝑁 fragments, we employ a parameterized spiral scheme, identical to
the one described in [56] and discussed in [57]. This parameterization
uses a stepping parameter to determine the 𝑘th polar and azimuthal
angles:

ℎ𝑘 = −1 +
2(𝑘 + 1)

(𝑁 − 1)
, 1 ≤ 𝑘 ≤ 𝑁,

𝜃𝑘 = arccosℎ𝑘, (26)

𝜙𝑘 = 𝜙𝑘−1 +
3.8√

𝑁

√
1 − ℎ2

𝑘

,

with 𝜙0 = 𝜙𝑁 = 0. This scheme provides a fast realization for a roughly
equal, optimized area packing partition of the sphere surface for 𝑁

particles, which allows our fragment field to sample different radial
directions evenly. (See [57] for applications of this scheme to other
problems in SPH.)

For reasonable time-stepping performance and integrator stability,
the softening length of the simulation is set too large to accurately
capture the effects of self-gravity on the evolving fragment field for
some time following disruption, even for the near-field softening length
described in Section 3.3. Indeed, the close proximity of the fragments is
the principal reason we have adopted softening in the first place. With-
out an accurate collisional interaction operator between fragments,
any system with significant reaccumulation will result in an unstable
system of close encounters that will, at best, have very poor time-step
performance. Provided that the disruption velocity for a fragment is
above the escape velocity of the body at its surface, it can be reasonably
assumed that this particular fragment has become unbounded, which
is true in the case that a single small fragment is being ejected from a
larger monolithic body. However, in catastrophic disruption scenarios,
the assumption in calculating the escape velocity is no longer valid,
as the gravitational potential is no longer approximately static. The
near field evolution of the fragment field under the influence of its own
gravity is a subject demanding more than the scope of this work, but we
will adopt a simplifying assumption that any fragment whose disruption
velocity is sufficiently low will automatically reaccumulate. Assuming
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Table 2
Hypothetical impact scenario parameters for each scenario chosen in our study: semimajor axis 𝑎, eccentricity 𝑒, inclination 𝑖, dayside/nightside
node approach, and mean motion 𝑛.

Scenario Object Name Impact Date 𝑎 (AU) 𝑒 𝑖 Approach 𝑛 (yr−1)

P PDC 2019 2027-Apr-27 1.915 0.5352 18.0◦ Nightside 2.37
A 99942 Apophis 2029-Apr-13 0.922 0.1912 3.33◦ Nightside 7.09
B 101955 Bennu 2060-Sep-23 1.126 0.2038 6.03◦ Nightside 5.26
C (343158) 2009 HC82 2080-Dec-30 2.527 0.8069 154◦ Nightside 1.56
D (5496) 1973 NA 2030-Jun-23 2.435 0.6359 68.0◦ Dayside 1.65

a spherical body with radius 𝑅 and average bulk density 𝜌, the escape
velocity scales:

𝑣𝑒𝑠𝑐 = 1.057 m/s

(
𝜌

2 g/cc

)1∕2 (
𝑅

1 km

)
(27)

All reaccumulated fragments will instead be treated as a single frag-
ment with 𝑣𝑑𝑖𝑠 = 0 (i.e. a pure deflection.) This seems sensible as reac-
cumulation should proceed at the dynamical timescale 𝜏 ≃

√
1∕𝐺𝜌 ∼ 45

minutes for our fiducial density, which is much shorter than our orbit
integration times. For the unbound fragments, we will assume that the
disruption velocity will be reduced by the gravitational binding energy
of the body:

𝑈𝐺𝐵 = 𝐶𝐺

𝐺𝑀2

𝑅
(28)

where 𝐶𝐺 is a constant depending on the exact shape and density profile
of the body; for a uniform sphere, 𝐶𝐺 = 3∕5. A simple energy balance
argument provides:

𝑣′2
𝑑𝑖𝑠

= 𝑣2
𝑑𝑖𝑠

−
𝐶𝐺

2
𝑣2
𝑒𝑠𝑐

. (29)

This will not treat the fragment self-gravity exactly, but should provide
a reasonable estimate of its effects. Our simulations allow 𝐶𝐺 to be
chosen arbitrarily, but a nominal 𝐶𝐺 = 3∕5 will be adopted in this
work. Comparisons against an exact treatment are postponed to a future
study. We will fix the radius of all the fragments to be 1 km from the
center of the fragment field located at the reference impactor orbit,
which introduces a minor error on the order of a few seconds in the
exact timing of the disruption event. We are free to assume the inter-
vention occurred slightly earlier than exactly the time specified without
affecting the physics of the system, and relative to the typical orbit
integration time (on the order of months) the difference is negligible.

We note that the 𝑁-body approach outlined here, given that we
are softening out the fragment–fragment interactions, may be criticized
on the grounds that the dominant computational expense is expended
on the fragment–fragment forces. However, the general framework is
not dependent on the relatively large softening length we employ.
One means to mitigate this issue is to add another simulation Phase
between Phase 3 and 4 that integrates the fragments without softening
to properly capture their self-gravity. Nevertheless, when the disruption
is robust, the self-gravity effects are weak compared to the more
important large body effects, especially gravitational focusing. For this
reason, we do not include this extra simulation Phase in this work.
Moreover, our simulations do not unduly suffer from the computational
expense incurred by the 𝑁-body approach: each study discussed in
Section 4 can be completed in less than 24 h of runtime with only
relatively modest computing requirements. Our use of a relatively
large softening length that softens out the fragment–fragment forces
is responsible for this performance, which should be regarded as a
simulation tradeoff. Lastly, we note that while the initial interactions
between fragments are softened out, as the fragment field separates the
softened fragment–fragment force calculations become progressively
more accurate. Future studies involving more marginal disruptions,
especially once collision operators are implemented, will benefit from
these methods.

It should also be noted that this idealization of both the velocity and
position distributions fails to capture many effects that could become
very important in a realistic risk assessment. Besides orbital timing

errors and overestimation of self-gravity effects, if there is a preference
in certain directions for more fragments (or higher mass fragments)
then the impact risk will be concentrated in some directions and diluted
in others; this goes similarly to any preferential direction (in the center-
of-mass frame) with greater disruption velocities. Future efforts that
fully capture the fragment distributions of mass, position, and velocity
that are consistent in a joint probability sense (whose correlations are
known and sampled from accordingly) as well as treating the near-
field self-gravity evolution of the fragments will permit our simulation
scheme to achieve greater fidelity, and we also note that such schemes
are straightforward to implement using our methodology. However,
because we have adopted our simplified scheme, these efforts must be
regarded as risk assessment estimates which capture broad behavior but
cannot provide absolute, calibrated guarantees against impacts.

3.5. Hypothetical impact scenarios

To provide the most accurate gravitational environment within
which to study the orbits of the fragment field, our system should
include the influence of the major bodies of the solar system in addition
to the Sun, despite the Sun’s obvious gravitational dominance in nearly
all regions of the solar system. Crucially, the influence on the planets
(notably Jupiter) on the Cartesian state vectors of the Sun should
not be neglected in a high-fidelity model. We employ the NASA JPL
HORIZONS database13 to obtain these state vectors for a chosen impact
time, which will depend on the specific scenario modeled. For each
body there is a finite length of time into the future that the HORIZONS
database can provide accurate state vectors, due to unavoidable errors
in prediction that accumulate over time. For scenarios where this is the
case, the large bodies for which this is the case are omitted from the
system.

The selection of an impact scenario requires the specification of
three orbital parameters (semimajor axis 𝑎, eccentricity 𝑒, and inclina-
tion 𝑖); the time of impact; and choice of the two possible intersection
points (see Section 3.2 for more details.) We shall consider five different
impact scenarios for our study: the 2019 Planetary Defense Conference
hypothetical impact scenario14; a modification of the close approach
of 99942 Apophis on April 13, 2029; a modification of the close
approach of 101955 Bennu on Sept. 23, 2060; a modification of the
close approach of (343158) 2009 HC82 December 30, 2080; and a
modification of the close approach of (5496) 1973 NA on June 23,
2030.15 The hypothetical impact scenario parameters are presented in
Table 2.

The PDC 2019 hypothetical impact scenario is chosen for direct
relevance to any results presented and exercises conducted during the

13 The HORIZONS online ephemeris system is available at http://ssd.jpl.
nasa.gov/?horizons.
14 Details about the scenario may be found at https://cneos.jpl.nasa.gov/pd/
cs/pdc19/.
15 These scenarios were selected using the NASA/JPL Small Bodies Database,
available at https://ssd.jpl.nasa.gov/sbdb.cgi. For each scenario (except PDC
2019), the date of close approach is selected as the time of impact (setting the
time to 00:00:00.0000 Barycentric Dynamical Time) and the orbital elements
selected to match those of the selected body, which will result in an orbit
similar to the actual body but constructed to result in an Earth impact at the
specified time.

http://ssd.jpl.nasa.gov/?horizons
http://ssd.jpl.nasa.gov/?horizons
https://cneos.jpl.nasa.gov/pd/cs/pdc19/
https://cneos.jpl.nasa.gov/pd/cs/pdc19/
https://ssd.jpl.nasa.gov/sbdb.cgi


Acta Astronautica 188 (2021) 367–386

377

P.K. King et al.

Fig. 5. Estimates of drift in our simulation accuracy versus time difference from the final Earth impact state. The final state is at zero years; positive time denotes time before the
final state, so Phase 3 integrates from zero to twenty years, while Phase 4 integrates from twenty to zero years. Left panel: drift in the integrals of the motion measured during
the long orbital integration phases (Phases 3 and 4) for accuracy assessment. The energy, angular momentum, and linear momentum are presented relative to the initial values in
this phase of the simulation for each scenario described in Section 3.5. Time symmetry is maintained, so each plot is identical after time reversal; both Phases are plotted but are
indistinguishable at identical system states. In the right panel, the drift in the Earth’s osculating semimajor axis 𝑎, eccentricity 𝑒, argument of pericenter 𝜛, and time of pericenter
passage 𝜏𝑃 are presented relative to the corresponding values in the JPL HORIZONS database at the appropriate time. For comparison, the relative drift in the JPL HORIZONS
osculating orbital parameters for the Scenario P dates are presented in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

2019 Planetary Defense Conference. 99942 Apophis and 101955 Bennu
were chosen due to their prominent close approaches and the wealth
of studies focused on them in past and future missions. (343158) 2009
HC82 has a retrograde orbit and was once the object with the highest
known relative velocity (about 63 km/s) that passed within 0.5 AU of
Earth, making this case an interesting extreme scenario. (5496) 1973
NA was, at one point, the most highly-inclined minor planet known,
and had a relatively close approach (less than 0.08 AU) on July 2,
1973; it has both high inclination and would result in an impact on
a dayside node. These scenarios provide a reasonable range of possible
(but realistic) orbital parameters for impact risk assessment. For brevity
each scenario is labeled by a letter indicated in Table 2.

3.6. Range of validity and errors in the N-body simulations

Though we use a second-order accurate and time-reversible in-
tegrator, there are nevertheless unavoidable errors associated with
numerical integration of an 𝑁-body system that may become signif-
icant. Additionally, variable timesteps break the symplecticity of our
integrator (see, e.g. [58] and [59], and discussion therein), and the
use of softening and tree gravity introduces force calculation errors
that can cause drift in the accuracy of our calculations. To estimate
the simulation accuracy and to ensure our system maintains time-
symmetry, we can consider only the large body subsystem (without
any impactor or fragments; i.e. Phase 3 and 4), and compare computed
quantities to an appropriate benchmark. The drift in the integrals of the
motion (energy, angular momentum, and linear momentum) relative to
their initial values are presented in the left panel of Fig. 5. In the right,
the semimajor axis, eccentricity, argument of pericenter, and change in
the time of pericenter passage of the Earth’s orbit are presented relative
to values obtained using the JPL HORIZONS system.

To ground the discussion on these drifts, we should estimate the
contributions from force softening, which could dominate drift in the
integrals of the motion. One way to estimate this is to compute energy
drift relative to the true potential energy, not due to the softened

Fig. 6. Relative difference in the position of the Earth as computed in our simulations
relative to the reference position in the JPL HORIZONS database, for all five scenarios
considered in this study. The normalization by 𝑟0 naturally expresses this distance in
AU; neglecting the small perturbations, the linear growth in phase error is clearly
visible.

potential. For a virialized system
(
1 +

𝑇0

𝑈0
=

1

2

)
, the relative drift in the

total energy introduced by softening the potential are

||||
𝛥𝐸

𝐸0

|||| =

∑
𝑖≠𝑗 𝑈0,𝑖𝑗

(√
1 +

𝜀2

𝑟2
𝑖𝑗

− 1

)

𝑈0

(
1 +

𝑇0

𝑈0

) ≃

∑
𝑖≠𝑗 𝑈0,𝑖𝑗

𝜀2

𝑟2
𝑖𝑗∑

𝑖≠𝑗 𝑈0,𝑖𝑗

. (30)

We bound this ratio, 𝜀

𝑟𝑖𝑗
, in Phases 3 and 4 according to the softening

length selection scheme outlined in Section 3.3, and therefore our
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energy drift is approximately bounded by

||||
𝛥𝐸

𝐸0

|||| ≲
𝑓𝑚𝑎𝑥

1 − 𝑓𝑚𝑎𝑥
≃ 𝑓𝑚𝑎𝑥, (31)

where 𝑓𝑚𝑎𝑥 is the maximum allowable force error, which (per Sec-
tion 3.3) is set to 10−5. This is indicated in Fig. 5. This estimate bounds
the drift from the force softening alone, but is only a crude estimate to
give the order of how large it could grow, and is violated whenever the
instantaneous Cartesian state vectors of the system are not virialized16

or the particle separations are much larger (and therefore the energy
calculation much more accurate.) Nevertheless, it is a useful bound to
consider.

The relative energy drift presented in Fig. 5 demonstrate that our
calculations are satisfactory to at least to the maximum allowable
force error chosen in Section 3.3. For each integral of the motion, the
drifts accumulate to some roughly asymptotic value by about 2.5 years.
However, drift in the integrals of the motion is not the only source of
errors in our calculation. Orbital phase errors will accumulate over time
and eventually destroy the fidelity of the simulation. To estimate this,
the plots of the osculating orbital parameters of the Earth in Fig. 5 are
useful. Relative to the errors in the JPL HORIZONS orbital elements,
the semimajor axis, eccentricity, and argument of pericenter errors are
much larger, but do not appear to display secular growth over the
simulation time. In contrast, the time of pericenter passage displays
familiar linear growth behavior (see, e.g. [58].) These phase errors can
be seen also in Fig. 6, where we present the relative distance of the
Earth in our simulations to the position found in the JPL HORIZONS
database, measured relative to the initial (small) error at the beginning
of the simulation phases 3 and 4. Much like the time of pericenter
passage, the relative distance error grows approximately linearly with
time. In either case, the secular orbit errors appear to be somewhat
tolerable below at least a single impactor period for each scenario. Our
simulations also have the advantage that during Phase 4, when the
fragment orbits are integrated forward, the system will evolve closer
to a state of higher accuracy.

These errors should also be considered in the context of time-
reversal symmetry. We have plotted both Phase 3 and 4 in Fig. 5; the
time axis corresponds to the time until the system returns to the Earth
impact state at 𝑡 = 0 years. Thus the Phase 3 errors start at 𝑡 = 0 and
continue forward to 𝑡 = 20 years; Phase 4 proceeds from 𝑡 = 20 years
to 𝑡 = 0 years. The two are indistinguishable from each other at the
scale of the reported error, which demonstrates an important point:
relative to the errors, there is very little difference in time-reversal
symmetry. This is despite the formal breaking of this symmetry by
adopting variable timesteps and tree gravity. In this regard, we find that
our system maintains approximate time-reversal symmetry to a high
enough degree that our time-reversal strategy used in Section 3.2 used
to produce accurate initial conditions is justified; this is also reflected
in that impacts are achieved reliably in our tests of the system.

We should consider the origin of both the drift in the integrals
of the motion and the orbital phase errors. For each of the measures
presented in Figs. 5 and 6, versions of the simulation were run in
which some of the approximations described in previous Sections were
discarded in favor of a more expensive scheme. The oct-tree gravity
was compared against direct summation to verify that the physics
package as implemented in Spheral++ appropriately reduced to direct
summation in the absence of closely separated particles. Schemes with
no softening were found to have a far greater accuracy in the integrals
of the motion (with energy errors on the order of 10−10), but we
found no functional difference in the accuracy of the osculating orbital
elements of the Earth in Fig. 5 or the relative distance errors as

16 Since the virial theorem applies to time-averages of the total kinetic and
potential energies, it is possible for a virialized system to depart from virial
values provided the averages remain virialized.

presented in Fig. 6. Similarly, we compared our system using both a
variable timestep (using the scheme described by Eq. (8)) and using
a range of constant global timesteps of the same order. We find also
that the accuracy of the integrals of the motion is marginally improved
by constant timesteps, but as the errors are dominated by softening,
this difference is only distinguishable when softening is turned off.
Further, we find no improvement in the orbital phase errors using
constant timesteps. The origin of these errors could be our low-order
integrator, and could also be augmented by our neglect of contributions
from the many other solar system bodies that we do not include in our
simulation, as well as any non-gravitational forces. Ultimately, because
we are focusing on short times-to-impact (below one year), we regard
these errors as tolerable and should not affect our results more than
the other approximations we have adopted. However, improvements
such as higher order integrators could improve the fidelity of our
simulations, which we will explore in future work.

4. Nuclear disruption assessments for specific scenarios

4.1. Scenario assessment design

For the individual scenario studies, it is desirable to span a wide
range of times-to-impact: this will allow us to examine the disruption
strategy as a function of this critical limiting parameter. In addition,
it is known from studies of deflection [11] that the direction in which
a deflection is directed matters to long term success of the mission;
deflections oriented along the direction of the orbit of the target lead
to secular enhancement of the orbital deflection and therefore is the
superior choice for such missions. However, such enhancements are
magnified on the timescale of the orbital period of the target. It has
been shown that over sub-period timescales, the optimal deflection
direction is not necessarily in-orbit [60,61]. Thus, the specific charac-
teristics of the scenario may result in other preferred directions, which
should be explored. As we have adopted a two-velocity parameter-
ization (see Section 3.4) we will explore this through the direction
of the deflection component of the disruption. We will consider not
only the in-orbit, deflection-optimal direction (denoted Orbit), but also
directed along the radius vector from the solar system origin (denoted
Radial), and the remaining direction that completes the basis that tends
to increase inclination and induce motion orthogonal to the ecliptic
(denoted Ecliptic). These directions correspond to the basis for the
comoving Hill frame17 of the target (with Cartesian directions 𝑦, 𝑥,
and 𝑧 respectively.) Lastly, though we have identified our fiducial
velocity scaling in Section 2, it is desirable to bracket the scenarios
by conducting an evaluation of disruptions at lower efficiency. We
will thus conduct series of simulations in which we use the nominal
velocity scalings derived from our disruption simulations, and series in
which we scale those down by a factor of 10. (This corresponds to a
naive energy, and therefore device yield, scaling reduction of a factor
of 100.) In terms of disruption robustness, scaling the velocities down
by a factor of 10 still results in relative neighbor velocities generally
larger than the progenitor escape velocity (see Fig. 3), and the scaled
kinetic energy per mass remains much greater than 𝑄 ∗𝐷 estimated for
objects of this size.

Specifically, we will use a common structure for each scenario.
Each assessment will consist of six series of simulations — two velocity
scalings (Nominal and Reduced), and three deflection directions (Orbit,
Radial, Ecliptic). Each series will be consist of a series of 128 different
times-to-impact between 0.25 and 6 months, spaced logarithmically to
sample shorter times more efficiently. The Nominal scaling will use a
46.96 m/s deflection velocity, and disruption velocities sampled from

17 The Hill frame is a local reference frame with the 𝑥-axis directed away
from the orbit focus and the 𝑧 axis directed parallel to the orbital angular
momentum vector.
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Fig. 7. Fractional reduction (top) and total reduction (bottom) in the nominal impact
energy potential for each scenario, constituting the energy reduction that occurs only
from changing the fragment velocities (not reducing impacting mass). The color of the
symbol indicates the direction of the deflection direction (blue, in-orbit; cyan, radial;
red, ecliptic); the shape indicates whether the nominal (pluses) or marginal (crosses)
velocity scaling was used. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

a lognormal distribution with mean 48.89 m/s and a FWHM of 0.4795
dex, consistent with those obtained in Section 2.2. The deflection
and disruption mean velocities are scaled down by 10; the FWHM is
unchanged. This structure provides a comprehensive study across all
five scenarios that covers the parameter space necessary for a high-
fidelity assessment and can be simply compared between scenarios to
generalize their results. Lastly, each individual simulation used a total
target mass of 1012 grams (one megaton mass) partitioned over 2000
individual equally sized fragments (chosen to balance computational
expediency with impacting mass accuracy); though smaller than the
nominal mass used in Section 2, the total mass used in our 𝑁-body
simulations is close to the total mass of the bulk particles used to
characterize the disruption simulations in Section 2.2 and simplifies
scaling arguments.

4.2. Impact fraction and impact energies

The most natural figure of merit in assessing the risk of disruption
events – either in terms of the effectiveness of preventing a large

Table 3
Some useful properties of the hypothetical impactor for each Scenario described in
Section 3.5: the relative velocity at impact in the SSB frame, neglecting the effects
of the Earth’s gravity; the expected enhancement to the Earth’s effective radius due
to gravitational focusing; the relative velocity of the impactor in the ECI frame; and
the normalized impact energy per impactor mass, 𝑌 ∕𝑀 , in units of megatons of TNT
equivalent energy per megaton mass.

Scenario 𝑣𝑟𝑒𝑙,𝑆𝑆𝐵
√
𝜎∕𝜎𝑔𝑒𝑜 𝑣𝑟𝑒𝑙,𝐸𝐶𝐼 𝑌 ∕𝑀

(km/s) (km/s) (MT TNT/
megaton mass)

P 15.49 1.223 19.11 43.66
A 5.919 2.137 12.76 19.44
B 5.787 2.175 12.62 19.04
C 62.59 1.016 63.58 483.1
D 38.29 1.042 39.90 190.2

impactor from hitting the Earth, or in terms of the costs of such a
strategy in terms of risk reduction – is the impact fraction:

𝐼 =
1

𝑀𝑖𝑚𝑝

∑
𝑖

𝑚𝑖, (32)

where the sum is taken over all 𝑖 fragments (with masses 𝑚𝑖) whose
trajectories result in entry into the Earth’s atmosphere. (In our simu-
lations, an impact is registered when the distance between a fragment
and the Earth becomes less than an Earth radius. This is tracked by
a sentinel that checks at every timestep whether this occurs for any
fragment. If an impact occurs, the fragment’s properties are recorded
and the fragment is removed from the calculation.) The consequences
of fragmentation scenarios are sometimes quoted instead as an impact
likelihood, as in [17], or impact probability in [18], but the impact
fraction implies a more natural definition in terms of the efficiency of
eliminating impacting mass. This is necessarily a simplistic assessment
of risk, as it weighs equally scenarios in which the total impacting mass
is the same, even though a single monolithic mass and many smaller
and well dispersed fragments with the same total mass might have
dramatically different consequences. We will not consider atmospheric
entry in this work for risk assessment, and so our results should be
interpreted as risk upper bounds; such efforts have been successfully
integrated in systems based on the Clohessy–Wiltshire–Hill equations
in [19] and [9]. Nevertheless, it provides a means to quantify worst case
risks for particular mission choices, as the risk should be approximately
maximized under the assumption of a monolithic fragment with a mass
equal to 𝐼𝑀𝑖𝑚𝑝 for a given mission with impact fraction 𝐼 .18 Overall,
our approach affords the impact fraction a natural interpretation rel-
ative to this worst-case scenario: since impact effects scale with the
energy of the impactor, these effects should scale nearly linearly with
the impacting mass [62,63].

Though the impact fraction should provide a good estimate of threat
reduction, a true estimate should evaluate the distribution of impacts
on the Earth and provide an impact energy for each one. Within the
Earth-Centered Inertial (ECI) coordinate system, the relative velocity
of a fragment 𝑖 at impact should be (including the Earth’s coordinate
rotation) [19]:

𝐯𝑖,𝐸𝐶𝐼 = 𝐯𝑖,𝑆𝑆𝐵 − 𝐯⊕,𝑆𝑆𝐵

−
1

𝑟2
⊕,𝑆𝑆𝐵

(
𝐫⊕,𝑆𝑆𝐵 × 𝐯⊕,𝑆𝑆𝐵 × 𝐫𝑖,𝑟𝑒𝑙

)
. (33)

where 𝐫𝑖,𝑟𝑒𝑙 = 𝐫𝑖,𝑆𝑆𝐵 − 𝐫,𝑆𝑆𝐵 is the relative position of the fragment in
the Solar System Barycentric (SSB) frame, and the quantities labeled
with SSB indicate Solar System Barycentric quantities. In practice, the
correction from the coordinate rotation is typically small, being of order

18 We also note that, since we are not considering true fragmentation in this
work, we do not include the effects that a fragment distribution would have
on the impact fraction. Future studies should include this as part of the risk
assessment.
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𝑟𝑖,𝑟𝑒𝑙

𝑟⊕,𝑆𝑆𝐵
. For comparison between scenarios, Table 3 provides the relative

velocity in the SSB frame without mutual gravitational effects and the
final velocity within the ECI frame including these effects, as well as the
expected enhancement of the Earth’s cross section due to gravitational
focusing (see Section 3.3.) This reference impact energy can be used
to compare against the total impact energy in each disruption scenario
to evaluate the impact fraction as a metric of disruption effectiveness.
The total impacting energy is

𝐸 =
∑
𝑖

1

2
𝑚𝑖𝑣

2
𝑖,𝐸𝐶𝐼

(34)

We compare this to the nominal impact energy associated with the sce-
nario, 𝑌 =

1

2
𝑀𝑖𝑚𝑝𝑣

2
𝑖𝑚𝑝,𝐸𝐶𝐼

. Since the velocity changes due to disruption
are relatively small compared to the relative velocity to the Earth, we
expect

𝐸 ∝ 𝐼𝑌 . (35)

We found that this proportionality does approximately hold: after
correcting for the impact fraction dependence, the difference between
𝐸 and 𝐼𝑌 corresponded to a proportionality constant near unity. This
corresponds to a change in the total impact energy potential of the
system by a few percent. Quantitatively, we can express this reduction
in a quantity similar to the impact fraction:

𝐽 =
𝐸

𝐼𝑌
=

∑
𝑖 𝑚𝑖

(
𝑣𝑖,𝐸𝐶𝐼

𝑣𝑖𝑚𝑝,𝐸𝐶𝐼

)2

∑
𝑖 𝑚𝑖

(36)

𝐽 has a natural interpretation when the fragments are all the same
mass, as then it becomes simply the average squared fragment impact
velocity relative to the original target’s impact velocity. (Varying frag-
ment size is therefore a mass-weighted average.) 𝐽 was different for
each scenario, but had little scatter within the same scenario with dif-
ferent deflection directions and disruption scaling, which is consistent
with the disruption event reducing the impact energy potential at the
time of the disruption and not over a longer period; the values are easier
to visualize as in Fig. 7, where 𝐽 − 1 is plotted against the scenario
𝑌 ∕𝑀 for all 30 series of simulations. (𝐽 −1 is plotted to emphasize the
reduction, or increase, of impacting energy relative to nominal.) The
largest reductions appear to be in the Earth-like orbits (A and B), and
in some cases of Scenarios C and D, the impact energy can be increased
by a very small amount. To visualize the total energy reduction, we plot
𝑌 (𝐽 −1) =

𝐸

𝐼
− 𝑌 also in Fig. 7. the total energy change is only at most

few MT TNT/megaton mass. More systematic studies should be done to
establish whether this effect (as large as ∼10% in the Earth-like orbits)
could be used to optimize disruption scenarios.

4.3. Case study P: PDC 2019

The impact fractions 𝐼 and impact energies 𝐸 thus obtained for
these six series of simulations for Scenario P are plotted in logarithmic
scale in Fig. 8. Broadly, the simulations using the nominal velocities
can achieve a two order of magnitude reduction in impacting mass
(𝐼 = 10−2) in as little as two weeks (0.5 months). At longer times-
to-impact, the nominal case is sufficiently effective that the number of
fragments used in our simulations are not sufficient to resolve the curve
above Monte Carlo noise. The reduced velocity disruption (dashed
lines), where the velocities are reduced by a factor of 10, is of course
less successful: it can achieve a single order of magnitude reduction
in impacting mass by about six weeks (1.5 months). These general
trends in outcome for these late-time interventions demonstrates a basic
feature of the disruption strategy: the outcome is quite sensitive to
the robustness of the disruption, and in turn, to the delivered yield.
Nevertheless, the nominal impact fraction reduction, 𝐼 = 10−2 at
two weeks for a 1 MT TNT device and a 100-meter impactor, is a
substantial improvement over no intervention. The differences between
the different Hill frame directions for the deflection are most apparent

Fig. 8. Impact fractions computed for 128 times-to-impact spanning 0.25 to 6 months
for Scenario P. The solid lines indicate those obtained using values for the disruption
and deflection velocities from the fiducial disruption simulations (see Section 2). The
dashed lines indicate those same velocities scaled down by 10. The blue lines indicate
simulations carried out in which the direction of the deflection velocity was oriented
in the direction of the orbit; cyan, in the radial direction; and red, out-of-plane. (For
interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

in the reduced velocity case. For most of the times-to-impact, the out-
of-plane deflection (red) performs the worst, falling off less rapidly
than the other directions. The radial direction (cyan) is initially more
like the out-of-plane deflection, but falls off below that case at around
2.5 months. In this scenario, the in-orbit deflection (blue) tends to
outperform the others in both the nominal and reduced velocity cases,
which coincides with the typical expectation that in-orbit deflections
should perform the best over long time periods [11]. However, even
in this case, the differences between the different deflection directions
appears to be relatively small. The impact energies bear out the same
trends as identified in impact fraction, as expected given that the value
of 𝐽 − 1 computed in Section 4.2 was only about 2%.

4.4. Case study 2: 99942 Apophis

The impact fractions and impact energies for the full assessment
of Scenario A are plotted in Fig. 9. For the nominal disruption it
requires about 1 month to achieve two orders of magnitude reduction
in impacting mass; in the more marginal disruption, the impact fraction
remains 1 (all fragments impact) for about two weeks before beginning
to taper off, indicating that in this Scenario there is a minimum time-to-
impact required before disruption begins eliminating impacting mass.
In terms of deflection direction, we see different behavior for the two
velocity scalings. On the one hand, in the nominal case the radial
direction appears to underperform the in-orbit and ecliptic directions
until about 1 month. On the other, in the reduced case, there appears
to be a moderate reduction of efficiency for the in-orbit direction
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Fig. 9. Same as Fig. 8, but for Scenario A.

relative to the other two choices; relative to the radial and out-of-plane
directions at 3 months, the in-orbit direction is ∼20% less effective.
However, this advantage becomes weaker with longer time-to-impact,
and is lost entirely by essentially 5 months. Remarkably, at this time
the impact fraction for the radial and ecliptic directions appears to
increase, which is contrary to the expectation that longer times allow
larger accumulated deflections and therefore more effective impact
fraction reduction. Generally, these counterintuitive behaviors indicate
that the particulars of the approach orbit do significantly affect the
relative merits of deflection direction, and that choice is not known
without dedicating specific scenario studies to evaluate the relative
effectiveness of deflection directions. Importantly, the reduced velocity
scenarios serve as an important counterexample in demonstrating that
the in-orbit direction is not always the best choice, and that the
assumptions underlying that recommendation rely on the conditions
expected for longer term deflections. These results echo the previously
published results concerning optimal deflection direction [60,61], and
demonstrate concordance between our approach used in this work and
the existing literature.

The impact energy potential reduction for this case was roughly
11%, which is significantly larger than in Scenario P and amounts to
a quantitative reduction of impact energy potential of about 2 MT
TNT/megaton mass. This can be seen visibly in the impact energies
plot, relative to the impact fraction: though the impact energy at 1
month for the nominal velocity case is reduced by more than two orders
of magnitude, the impact fraction is nearly exactly two orders reduced.
Though of the same order as the changes in 𝐽𝑌 for the other scenarios,
this reduction is significant relative to the total impact potential of this
case (see Fig. 7). This reduction, alongside the already much lower
impact energy potential (about half relative to Scenario P) balances out
the slower falloff in impact fraction for this Scenario. The slower falloff
can be simply accounted for in terms of gravitational focusing: because
the Earth-like orbits spend a significantly longer time experiencing

Fig. 10. Same as Fig. 8, but for Scenario B.

higher forces from the Earth, it is correspondingly more difficult to
move fragments off impact trajectories, as the effective cross section
of the Earth is higher and therefore require larger absolute deflections
to avoid impact. This is reflected in the large expected gravitational
focusing enhancement to the Earth’s radius for this scenario in Table 3.

4.5. Case study 3: 101955 Bennu

For Scenario B, the full assessment impact fractions are presented in
Fig. 10. The resulting impact fractions are broadly similar to Scenario A,
indicating commonality between different scenarios with similar orbital
parameters. In the nominal velocity case, we find similarity also in the
deflection direction: the radial direction tends to underperform relative
to the other two directions, at least at early times (when our simulations
can resolve the differences) but this difference is relatively modest.
However, in the reduced velocity case, we do not see distinct advan-
tages in any of the deflection directions until roughly 2.5 months, at
which time the radial direction becomes apparently superior, contrary
to the nominal velocity case. Further, there is no sign of any apparent
increase in impact fraction seen at later times, as seen in Scenario
A. Also in common with Scenario A, the reduction in impact energy
potential (𝐽 −1) is significant, relatively speaking, though slightly more
modest (closer to ∼ 9%.)

4.6. Case study C: (343158) 2009 HC82

The full assessment impact fractions for Scenario C are presented
in Fig. 11. Relative to Scenarios P, A, and B, Scenario C is somewhat
exceptional, having a retrograde orbit. Because of this it has a very
high relative velocity to the Earth and correspondingly a very low
gravitational focusing enhancement (see Table 3). The impact fraction
shares many characteristics with Scenario P, but falls off marginally
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Fig. 11. Same as Fig. 8, but for Scenario C.

faster; an impact fraction of 𝐼 = 10−2 is achieved quite rapidly in
the nominal velocity case, by roughly 1 week even for the poorest
performing deflection direction (the in-orbit direction.) Put another
way, by 1 month the nominal velocity case is capable of reducing
the impact fraction to a part in a thousand. Similarly, in the reduced
velocity case an impact fraction of 𝐼 = 10−1 is achieved by roughly 1
month. However, the superiority of the impact fraction reduction in this
case must be balanced by comparing the total impact energy: though
relatively speaking the scenario is much improved, the impacting en-
ergy at 1 month is still about an order of magnitude larger than the
comparable energies in Scenario A. Continuing a theme observed in the
previous three scenarios, the preferred deflection direction appears to
depend on the particulars of the orbit — in this case, both the in-orbit
and radial directions modestly underperform the ecliptic direction, in
both the nominal and reduced velocity cases.

4.7. Case study D: (5496) 1973 NA

Lastly, the full assessment impact fractions for Scenario D are pre-
sented in Fig. 12. Scenario D also presents an exceptional case, being
highly inclined (68◦) and, unlike the other four scenarios, impacting on
the dayside of the Earth. It also has a relatively high relative velocity,
though not as high as Scenario C. Broadly speaking the impact fractions
(Fig. 12) are very similar to those of Scenario C, underperforming
slightly in terms of that metric. However, the impacting energies are
naturally somewhat lower. Also in common with Scenario C, there
are two deflection directions which underperform the other, but in
this scenario, it is the radial direction that is superior. In the reduced
velocity case, the in-orbit direction is nearly identical to the ecliptic
direction until about 1.5 months to impact, after which it falls relative
to that direction and follows instead the radial case. Scenario D is also
unusual as noted in Section 4.2, in that the velocity adjustment leads to

Fig. 12. Same as Fig. 8, but for Scenario D.

a modest increase in impacting energy potential, but this is relatively
small (on the order of less than half a percent), and is overwhelmed
entirely by the sheer reduction in impacting energy potential relative
to the extremely high impact velocities of Scenario C.

4.8. Discussion

Overall we can establish a few trends using these five case studies
as an ensemble. The first basic trend is that there is a tradeoff be-
tween nominal impact energy and how quickly disruption strategies
become effective. Cases C and D have very little gravitational focusing
enhancement and spend comparatively little time subject to strong
gravitational influence from the Earth, and so the minimum delta-v
threshold necessary to begin reducing impacting mass is much lower.
On the other hand, the impact energies are much higher, and as a result,
each impacting fragment maintains much more energy and therefore
a smaller impact fraction is necessary to achieve the same reduction
in total impact energy. For Scenarios A and B, the opposite is the
case: their impact energies are already quite low in relative terms,
but because they are much more strongly affected by gravitational
focusing, it is necessary to disrupt them either more robustly or earlier
in time. This tradeoff should factor into policymaker’s decisions: at
the very least, it is not just physical size but also the specifics of
the impactor’s orbit that can affect the effectiveness of a disruption
mission. Regardless of the scenario chosen, however, a reduction of
impact fraction (and hence, roughly, impact energy) by two orders of
magnitude is achievable for a 100-meter diameter object given a month
in advance of impact, and depending on the particulars of the orbit, can
achieve three orders of magnitude in the same timeframe. Incorporating
gravitational focusing was a key part of this assessment, and therefore it
is crucial that gravitational focusing be included in future assessments
of disruption risks and effectiveness.
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Additionally, some interesting properties in the disruption scenarios
emerged that could affect mission planning in a direct way. The first of
these was discussed in Section 4.2, in which the disruption altered the
velocities of the fragments such that, controlling for the impact fraction,
the total impact energy potential was changed, in some cases (Cases A
and B) reducing the impacting energy by about 10%. This is a signifi-
cant reduction and could be worth exploiting in a disruption scenario.
The second was that the direction of the deflection appeared to be
less of a deciding factor than in pure deflection scenarios. This may be
surprising in the context of these deflection studies with long times-to-
impact, in which deflections are typically chosen in the direction of the
orbit to maximize the secular increase in orbit deflection [11]; however,
as reported previously in [60,61], the optimal deflection direction may
not coincide with the in-orbit direction over short periods. These results
suggest that, at least for these late-time, short times-to-impact, driving
the body strongly enough to overcome gravitational focusing is a more
important consideration than precise prediction of deflection direction.
Were this not the case, success could be contingent on the specific
deflection direction, which adds additional uncertainty to mission plan-
ning and is likely dependent on the interior of the impactor. This
might not be as great of a concern, which in turn may enable mission
planning to operate with fewer restrictions on targeting a standoff
burst. However, in some cases there can be a moderate improvement
in outcome for certain deflection directions, and this direction may be
scenario-dependent, so care must be taken to study any potential real
scenario in great detail for mission planning. In particular, using tools
such as those presented in this work or Keplerian-style approaches, it
is possible to identify the optimal deflection direction for disruption
scenarios in advance.

Lastly, some surprising features which can negatively influence the
outcome of disruption strategies emerged that merit further study. The
first is that the typical change in impact energy potential, studied in
Section 4.2, can in one particular case (Scenario D) manifest as an
increase, not decrease. This may not necessarily be unusual: since this
adjustment in impacting energy is due to the changes in the relative
velocity to Earth of the impacting fragments, then 𝐽 − 1 > 0 would be
the result of an increase in their relative velocity to Earth in comparison
to the original orbit. This effect should be investigated to ensure that
an otherwise apparently successful mitigation does not accidentally
worsen the outcome. Additionally, in a few cases (the reduced velocity
cases for Scenario A), the impact fraction/impact energy curves were
not monotonic with time-to-impact: at roughly 5 months, these cases
displayed an apparent increase in these metrics at later times-to-impact.
It is possible that this type of behavior occurs due to a particular
orientation of the approach orbit to the Earth’s; this effect merits further
exploration to ensure that such effects are predicted and therefore
avoided in the planning phase.

We conclude by reiterating the limitations discussed in the above
sections regarding our simulation strategy. First, our nuclear disrup-
tion simulations are limited in that many details about typical small
bodies are not known and consequently the modeling choices for the
material response, including our neglect of fragmentation, introduces
uncertainty in our predictions for the disruption of the body. As the
state-of-the-art in nuclear disruption modeling advances, our approach
outlined here can nevertheless incorporate those results in a straightfor-
ward manner. Second, despite our aim to advance the sophistication of
the gravitational physics governing the orbits of the fragments using
𝑁-body methods, our approach still suffers from several limitations
as outlined above. Strict time-reversal asymmetry, integration errors,
and aggressive softening relative to the fragment–fragment separation
may introduce uncertainty in our results. For that reason, the results
presented in this work should be understood as estimates that will
improve as better algorithms and methods are implemented.

5. Conclusions

To summarize:

1. We present a fiducial ASPH disruption simulation carried out
with Spheral++ (Section 2) and use it to establish a basic model
for the initial conditions for the new fragment orbits that would
be used to determine their new orbits. We find that for a 100-
meter scaled model of 101955 Bennu (with mass equal to about
1012 grams) that a 1 MT TNT equivalent device at a standoff
height of 15 meters above the equator (65 meters from the cen-
ter) is sufficient to robustly disrupt it, producing a fragment field
whose center-of-mass velocity (corresponding to an equivalent
deflection) is 46.96 m/s. Within the center-of-mass frame, the
disruption was found to be nearly spherically symmetric and
radial, with a rough distribution of velocity magnitudes centered
at 48.89 m/s.

2. In Section 3, we describe the gravitational simulation scheme
used to compute the new fragment orbits following a disruption
event, carried out using the 𝑁-body methods of Spheral++ (but
are generally applicable to any 𝑁-body code.) We describe the
routines used to select a hazardous orbit in Section 3.2; the
effects and treatment of the initial orbit kick and gravitational
focusing by the Earth in Section 3.3; how the fragments are
initialized and their self-gravity treated in Section 3.4; what
specific scenarios we study in Section 3.5; and the drift in our
simulations in Section 3.6. We discuss the general structure of
our scenario assessments in Section 4.1.

3. Next, in Section 4.2, we discuss the impact fraction as a basic
figure of merit, and compare it with the total impacting energy.
We find that when we compare the energy of the intact impactor
that the disruption can reduce the total amount of impacting
energy by altering the velocities of the fragments and hence
placing them on different impacting trajectories. In the case
of Earth-like orbit scenarios (A and B), this reduction can be
significant (of order 10%). In other cases, impact energy can
even be enhanced by a small amount (Scenario D, 0.3%).

4. Then in Sections 4.3 to 4.7, we present detailed estimates of
each scenario described in Section 3.5 using the fiducial velocity
distribution values from Section 2, including both the nominal
velocities and velocities scaled down by a factor of 10. For
each of these cases, the nominal disruption was sufficient to
reduce impacting mass by two orders of magnitude by at most 1
month of time-to-impact. In Section 4.8 we provide some general
observations obtained from our studies. The first point is an
apparent tradeoff between impact energy and rate of disruption
hazard reduction: where more Earth-like orbits tend to have
lower impact energies, they spend more time subject to gravita-
tional focusing and thus require higher disruption velocities or
longer times-to-impact to achieve the same risk reduction as less
Earth-like orbit. Conversely, the more eccentric or retrograde
orbits tend to have much higher impact energies, but because
they are subject to less gravitational influence from the Earth,
disruption is more effective at later times-to-impact than more
Earth-like orbits. Additionally, we find that the direction of the
deflection is less important for robust disruptions, though there
is some modest variation that could be exploited by a prepared
planner. Lastly, there are a few potential hazards to disruption
performance that should be studied in more detail in order to
avoid them in real scenarios.
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Fig. A.13. Geometry of the Earth-impactor distance problem. The distance 𝑠 is
computed to third order accuracy in 𝛿𝐸 in Appendix.
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Appendix. Third order earth-impactor distance and orbit timing

In Section 3.3 the need to determine the absolute distance between
the Earth and the impactor for short times prior to impact was asserted.
This problem amounts to a calculation of the distance between two
points on different orbits at some relative time, 𝛿𝑡. We will assume in
this treatment that the Earth’s orbit is circular and work in AU units
for distance. For simplicity, we treat this problem as if the two orbits
are coplanar. Any mutual inclination of the orbits will make the actual
Earth-impactor distance at some 𝛿𝑡 to impact larger than that calculated
here, as an Earth impact necessarily occurs at a node. As a result, the
computed 𝛿𝑡 provided here should result in a Earth-impactor distance
greater than the constraint distance. The geometry of the problem is
indicated in Fig. A.13.

We will solve for the short change in eccentric anomaly, 𝛿𝐸, be-
tween the final impactor position at 𝐸0 (which coincides with the
Earth) and the eccentric anomaly at a position that is at least some
distance, 𝑟𝑡𝑜𝑙, away from the Earth:

𝐸 = 𝐸0 − 𝛿𝐸. (A.1)

The final eccentric anomaly, 𝐸0, is given by orbital parameters:

𝐸0 = arccos

(
1

𝑒𝑖𝑚𝑝

(
1 −

1

𝑎𝑖𝑚𝑝

))
. (A.2)

The law of cosines provides an expression for the Earth-impactor
distance:

𝑠2 = 𝑑2 + 𝑐2 − 2𝑑𝑐 cos 𝛽. (A.3)

First, we consider the elliptic chord distance 𝑑 which is also provided
by the law of cosines and the eccentric anomaly difference:

𝑑2 = 1 + 𝑟2
𝑖𝑚𝑝

− 2𝑟𝑖𝑚𝑝 cos 𝛿𝐸, (A.4)

where 𝑟𝑖𝑚𝑝 is given by

𝑟𝑖𝑚𝑝 = 𝑎𝑖𝑚𝑝
(
1 − 𝑒𝑖𝑚𝑝 cos𝐸

)
. (A.5)

Next we consider the circular chord 𝑐, which is part of an Isosceles
triangle where the apex angle is determined by orbit timing:

𝑐 = 2 sin

(
𝑛⊕𝛥𝑡

2

)
, (A.6)

where 𝑛⊕ is the Earth’s mean motion and 𝛥𝑡 is the timing corresponding
to the traversal between 𝐸 and 𝐸0. This must be found using the Kepler
equation, noting that the impactor’s mean motion is simply related to
the Earth’s mean motion by 𝑛𝑖𝑚𝑝 = 𝑛⊕𝑎

−3∕2

𝑖𝑚𝑝
:

𝛥𝑡 =
𝑎
3∕2

𝑖𝑚𝑝

𝑛⊕

(
𝛿𝐸 − 𝑒𝑖𝑚𝑝

(
sin𝐸0 − sin𝐸

))
. (A.7)

(This will be used once 𝛿𝐸 is determined to determine the desired
integration time.) Finally, we need to determine the cosine of the
angle 𝛽 between the elliptic and circular chords. This can be found by
computing the difference between the angle 𝜃 (in the triangle formed
from the final impactor position, the initial impactor position, and the
sun) and the angle 𝛾 in the isosceles triangle used to determine 𝑐. First,
𝜃:

𝜃 = arccos

(
1 + 𝑑2 − 𝑟2

𝑖𝑚𝑝

2𝑑

)
. (A.8)

Next, 𝛾:

𝛾 =
𝜋

2
−

𝑛⊕𝛥𝑡

2
. (A.9)

Using this, cos 𝛽 can be determined:

cos 𝛽 = sin 𝜃 cos

(
𝑛⊕𝛥𝑡

2

)
+ cos 𝜃 sin

(
𝑛⊕𝛥𝑡

2

)
. (A.10)

With this it is possible to compute an expression for 𝑠, the Earth-
impactor distance, and then employ a rootfinding routine to find the
corresponding 𝛿𝐸, and thus 𝛥𝑡, for a particular 𝑟𝑡𝑜𝑙. However, directly
employing rootfinding is both slow and often fails to find a correct root.
Instead, we employ Mathematica [66] to compute a series expansion
in 𝛿𝐸, noting that the distances we desire likely correspond to small
eccentric anomaly differences. The resulting approximation to third
order is:

𝑠 ≃
(
3𝑎𝑖𝑚𝑝 + 𝑎2

𝑖𝑚𝑝

(
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− 1
)
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√
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)
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2
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Mathematica can conveniently produce a form close to Python code
using the FortranForm function. Comparisons of the first, second,
and third order approximations for the Earth-impactor distance for
𝛿𝐸 up to 𝜋∕4, and their relative errors, are provided in Fig. A.14 for
each scenario considered in this work (see Table 2). The errors in the
third order approximant are well-bounded even for eccentric anomaly
distances of up to 𝜋∕8, a relatively large fraction of the impactor’s orbit.
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Fig. A.14. Comparison of the exact (black) Earth-impactor distance to the first (red), second (cyan), and third (blue) order approximations determined in Appendix (top row)
and the corresponding relative errors (bottom row) as functions of the relative change in eccentric anomaly 𝛿𝐸 for the five scenarios described in Section 3.5 (columns). For all
scenarios, the relative error in the third order approximant is bound at or below a part in a hundred for all scenarios provided 𝛿𝐸 ≤ 𝜋∕8. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

With this approximation in hand, one can simply compute a solution
to the problem by finding the roots of the cubic formed with the terms
in Eq. (A.11) and augmenting with a constant term equal to −𝑟𝑡𝑜𝑙. The
positive real root is always chosen. Then, the corresponding integration
time can be found using the computed 𝛿𝐸, the final eccentric anomaly
𝐸0 (Eq. (A.2)), and Eq. (A.7). This procedure is implemented to bound
the force calculation errors for gravitational focusing and avoiding
orbital parameter kick from initial close encounters as described in
Section 3.3.
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